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Predicting individual socioeconomic status (SES) from social media content benefits various applications in
economic and social fields. Most previous works adopt machine learning methods with predefined features to
infer SES. Nevertheless, they ignore some important information of social media content, such as order, struc-
ture and relation information, which leads to limited performance. In this paper, we propose a COupled social
media content REpresentation model (CORE) for individual SES prediction, which efficiently exploits latent
complex couplings of social media content. CORE devises a structure-aware social media text representation
method to incorporate the order and the hierarchy of social media text, and leverages a coupled attribute
representation method to take into account intra-coupled and inter-coupled interaction relationships among
user level attributes. Our experiments on a real data set of a Chinese microblogging platform demonstrate that
our approach significantly outperforms benchmark methods, which validates its efficiency and robustness. The

proposed model could be applied to improve the SES prediction and other user profiling tasks.

1. Introduction

Nowadays, predicting individual socioeconomic status (SES) from
social media content has become an important research area. SES
characterizes a person’s economic and social position in relation to
others, which is typically divided into three levels (high, middle, and
low).! As a person’s SES allows different levels of accesses to finan-
cial, social and human capital resources, inferring individual SES not
only assists governments and research institutions in public policy-
making and socioeconomic research on a large scale population, but
also helps promote online marketing and personalized services. In
addition, it benefits a wide range of other fields, such as health (Prop-
per, Damiani, Leckie, & Dixon, 2007), education (Sirin, 2005) and
transportation (Carlsson-Kanyama & Linden, 1999). Traditionally, na-
tional statistical offices measure socioeconomic information of a pop-
ulation by a large number of personal or household surveys, which is
highly expensive and time-consuming (Soto, Frias-Martinez, Virseda, &
Frias-Martinez, 2011).

With the worldwide ubiquity of online social media, such as Twitter,
Facebook and Sina Weibo, online social media content has been used
in recent research for population informatics in demographics (Burger,
Henderson, Kim, & Zarrella, 2011; Golbeck, Robles, & Turner, 2011;
Rao, Yarowsky, Shreevats, & Gupta, 2010), economics (Bollen, Mao,
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& Zeng, 2011; Preotiuc-Pietro, Volkova et al., 2015; Wang, Gao, Liu,
Yang, & Zhou, 2019), social science (Aletras & Chamberlain, 2018;
Huang & Wong, 2016; Lampos, Aletras, Geyti, Zou, & Cox, 2016;
Tchokni, Séaghdha, & Quercia, 2014) and other research domains (Cu-
lotta, 2010; Lampos, Miller, Crossan, & Stefansen, 2015; Lampos,
Preotiuc-Pietro, & Cohn, 2013). In consideration of the great signif-
icance of SES, this work focuses on predicting social media users’
SES from their own social media contents. For the generalization like
previous related work (Lampos et al., 2016; Preotiuc-Pietro, Lampos
et al., 2015), we regard social media text (i.e., microblog text) and
platform-based user level attributes (e.g., the number of followers, the
number of followees, etc.) as a user’s social media content. Meanwhile,
this work takes microblogging platforms as a use case study.

Previous related works have looked into predicting individual so-
cioeconomic information based on social media content, such as infer-
ring occupation (Preotiuc-Pietro, Lampos et al., 2015), SES (Lampos
et al., 2016) and income (Abitbol & Morales, 2021; Preotiuc-Pietro,
Volkova et al., 2015). These studies devote to manually extract several
kinds of textual features from social media text, and then feed the
extracted features and platform-based user level attributes into a classic
machine learning algorithm for the specific prediction task. However,
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Fig. 1. The architecture of social media content.

the prediction performance heavily depends on these extracted fea-
tures, which needs effective feature engineering. Although extracting
features as comprehensively as possible for representing the social
media content, existing methods still ignore the following implicit im-
portant information for the social media content representation, which
limits the prediction performance.

» Order of social media text. Previous related approaches repre-
sent social media text with predefined features, such as n-grams
or word embedding based features (Preotiuc-Pietro, Lampos et al.,
2015). However, these textual features cannot capture the order
of social media text, which is an important information for rep-
resenting long text sequence. Especially for microblogging, the
order relationships among words and microblogs are ignored.
Structure of social media text. Most existing methods first
aggregate social media text and then directly extract user level
textual features. However, they ignore the hierarchical structure
of social media text, leading to information loss. As shown in
Fig. 1, words form microblogs and microblogs form social media
text of a microblogging user.

Relations among user level attributes. In real world, attributes
are more or less interacted and coupled via explicit or implicit
relationships (Wang, She, & Cao, 2013). Therefore, user level
attributes may share the same statistical information on social
media. Nevertheless, to our knowledge, previous related methods
on SES prediction regard the user level attributes independent
and feed them into classifiers without considering their coupling
relations.

In this paper, we propose a novel COupled social media content
REpresentation model (CORE) for individual SES prediction based on
social media content, which is able to sufficiently explore the complex
coupling information of social media content. Specifically, to better
represent the social media content, CORE takes into account three
types of significant information ignored by previous works. First, in
order to account for the ordered couplings of text, CORE applies a
recurrent neural network to represent text sequences in social media
content due to its representational power and effectiveness in capturing
dependencies of a sequence. Second, since each social media text has a
hierarchical structure, CORE further presents a structure-aware social
media text representation method based on recurrent neural networks,
i.e., constructing a social media text representation by first building
representations of microblogs with corresponding words and then ag-
gregating them into a social media text representation. Third, to take
account of latent coupling relations among user level attributes, CORE
devises a coupled user level attribute representation method, which
incorporates intra-coupled interaction (i.e., the correlations between
attributes and their own powers) and inter-coupled interaction (i.e., the
correlations between attributes and the powers of others). Finally, the
proposed model learns a coupled social media content representation
by aggregating social media text representation and coupled user level
attribute representation to predict individual SES.
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Our work takes Sina Weibo, a popular microblogging platform in
China, as a use case study, and creates a real Sina Weibo dataset.
To demonstrate the efficiency and robustness of the proposed model
on individual SES prediction, the proposed model is applied to this
dataset. Extensive experiments demonstrate that CORE substantially
outperforms previous work on SES-related prediction by 11%-27%
in terms of accuracy, and provides consistent improvements (about
2%-4%) compared with previous social media content representation
methods. It is worth to note that the proposed model can be applied
not only to the SES prediction problem but also to other similar tasks,
such as user profiling and sentiment analysis.

To summarize, the main contributions of this paper are as follows:

» We propose a novel coupled social media content representation
model for individual SES prediction, which efficiently incorpo-
rates complex couplings of social media content. To our best
knowledge, this is the first work in this area.

We present a structure-aware social media text representation
method to take into account the order and hierarchical structure
information of social media text.

We devise a coupled attribute representation method to ex-
plore the intra-coupled and inter-coupled interaction relation-
ships among user level attributes, which can effectively capture
the intrinsic couplings of attributes for the SES prediction.

We build a real dataset of Sina Weibo users with rational SES
labels and apply CORE to this dataset. Extensive experiments
demonstrate that the proposed model significantly outperforms
the benchmark models, which validates its efficiency and robust-
ness.

The rest of this paper is organized as follows. In Section 2, we
briefly introduce the related work including socioeconomic-related in-
formation prediction based on social media content and representation
learning of social media content. Section 3 presents the proposed
model in details. In Section 4, we introduce the data collection and
preprocessing. The efficiency and robustness of our proposed model is
demonstrated with experimental evaluation in Section 5. Finally, we
conclude this work in Section 6.

2. Related work

In this section, we first discuss related work in socioeconomic
information prediction based on social media content and then discuss
existing work in social media content representation learning.

2.1. Socioeconomic information prediction based on social media content

Socioeconomic information prediction based on social media con-
tent has been studied in the past few years (Gao, Zhang, & Zhou,
2019). Preotiuc-Pietro, Lampos et al. (2015) focuses on the occupa-
tional class for a Twitter user, in which they first extract user level
features and textual features such as word clusters and embeddings,
and then employ linear and non-linear methods (including logistic
regression with Elastic Net regularization, Support Vector Machine and
Gaussian Process) for classification. (Abitbol & Morales, 2021; Preotiuc-
Pietro, Volkova et al., 2015) studies whether the user behaviors on
Twitter can be used to build a predictive model of income. (Preotiuc-
Pietro, Volkova et al., 2015) designs different feature categories and use
a Gaussian Process-based method for user income prediction. Abitbol
and Morales (2021) develops a model which uses Twitter users’ mobil-
ity patterns and hashtags to predict user income. The work most similar
to our work is (Lampos et al., 2016). They also use a similar methodol-
ogy, where they utilize several kinds of textual features extracted from
social media text and platform-based user level attributes in Twitter to
represent each user and then use a composite Gaussian Process model
to infer the SES of Twitter users. However, these methods only leverage
predefined features with feature engineering, which cannot capture the
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heterogeneous couplings among social media text and platform-based
user level attributes.

There are also several related works based on additional data
sources, such as social networks (Aletras & Chamberlain, 2018) and
geo-location information (Borges, Almeida, Pappa, et al., 2014; Ding,
Huang, Zhao, & Fu, 2019), which are different from our task here
since our work only focuses on general social media content, i.e., social
media text and user level attributes. Some other works also studies
potential factors for SES attribute prediction. For example, (Hasanuz-
zaman, Kamila, Kaur, Saha, & Ekbal, 2017) first employs a weakly
supervised learning method to automatically identify the temporal
orientation of tweets on Twitter and quantify a user’s income based on
the overall temporal orientation. Ding, Gao, Dong, Tong, and Fu (2021)
develops a factorization machine based multi-task learning method
using an attention mechanism to predict a person’s socioeconomic
attributes (income level, family income level, occupation type, and
education level) from the area-level average income, points of interest,
and housing prices near the person’s home location.

2.2. Social media content representation learning

Nowadays there are a large body of existing works on text-based
social media content representation learning for various specific ap-
plications, such as sentiment classification, rumor detection, and user
profiling. Early approaches devote to design effective textual feature
as representation and adopt machine learning algorithms for classifi-
cation. Representative textual features include word n-grams (Wang &
Manning, 2012), text topic (Ganu, Elhadad, & Marian, 2009), bag-of-
opinions (Qu, Ifrim, & Weikum, 2010), sentiment lexicon features (Kir-
itchenko, Zhu, & Mohammad, 2014). However, such methods are labor
intensive and unable to extract the adequate information from textual
data for text representation.

Motivated by the great success of deep learning in many fields,
such as computer vision (Krizhevsky, Sutskever, & Hinton, 2012) and
natural language processing (Bengio, Ducharme, Vincent, & Jauvin,
2003), recent studies leverage neural networks to learn social media
content representation without any feature engineering and mostly
achieve significantly higher performance compared with traditional
machine learning methods. Nevertheless, existing relevant social media
content representation approaches only provide limited improvement
for individual SES prediction as they only consider a part of couplings
among heterogeneous social media data. Meanwhile, a large number
of methods mainly focus on pure social media text representation. For
instance, Tang, Qin, and Liu (2015) proposes a gated recurrent neural
network to learn vector-based document representation in a unified
and bottom-up fashion for sentiment classification. Yang et al. (2016)
presents a hierarchical attention network for document classification
inspired by the hierarchical structure of documents, which only cap-
tures the hierarchical couplings of textual data. With neural network
based methods, these works only capture a part of couplings of textual
data, but ignore the effect of platform-based user level attributes on
social media. Considering the potential contributions of these user level
attributes, recent efforts introduce several attributes into text data.
For example, Jin, Cao, Guo, Zhang, and Luo (2017) proposes using
recurrent neural network (RNN) to fuse textual features and platform-
based attributes through directly concatenating them. Like most of
existing fusion methods, they regard the attributes to be independent
of each other, which do not consider complex coupling relationships
among them. Besides, several recent methods propose to fuse additional
data sources like image and video into social media content (Farnadi,
Tang, De Cock, & Moens, 2018; Jin et al., 2017; Zadeh, Chen, Poria,
Cambria, & Morency, 2017). The key difference between our work
and this strand of previous work lies in that we focus on learning the
representation of general social media content, i.e., social media text
and platform-based user level attributes.
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3. The proposed model

In this paper, we propose a novel coupled social media content rep-
resentation framework to infer users’ SES, which incorporates structure-
aware social media text representation and coupled user level attribute
representation to exploit complex important coupling information of
social media content, i.e., the order and hierarchical structure of social
media text and implicit interaction relationships among platform-based
user level attributes.

3.1. Problem statement

Assume that a social media user u € U has a set of posted microblogs
B = {by,b,,...,b,} and the ith microblog b, € B contains a sequence
of words {w"l, w;, e w;[ }, where I; is the length of ith microblog.
Additionally, user u has a set of platform-based user level attributes
{a;,a,, ...,a,}, where m is the number of user level attributes. For each
user, the proposed model aims at projecting the raw social media con-
tent into a vector representation, based on which we build a classifier
to perform individual SES prediction.

3.2. Coupled social media content representation model

As shown in Fig. 2, we first present the structure-aware social
media text representation method and the coupled user level attribute
representation method. Then, two representations are aggregated into
a vector representation of social media content. Finally, based on the
social media content representation, we build a 3-way classifier to
assign SES label to each social media user.

Structure-aware Social Media Text Representation. Long Short-
Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997), a variation
of recurrent neural network, is widely adopted for textual data mod-
eling due to its excellent performance on sequence modeling. LSTM is
able to consider long-term dependencies of a sequence through intro-
ducing a memory cell. To model the semantic representation of social
media text and consider the order couplings of text sequence, we lever-
age BiLSTM, Bidirectional LSTM, to represent the social media text both
from forward and backward, which can increase the amount of input
information available to the network compared with LSTM. It is worth
to note that the employed method can be expanded/replaced by other
methods. Besides, to take into account the hierarchical structure of
social media text, inspired by the principle of compositionality (Frege,
2003), we model a social media user’s text through a hierarchical
structure composed of three levels, i.e., word-level, microblog-level and
user-level.

As shown in Fig. 2, in the word level of the hierarchical structure,
each word in a microblog b; is embedded into a low dimensional
semantic space, i.e., each word w' is mapped to its embedding w’ €
R?. The word embedding method and its settings will be described
in Section 5.1. At each step, given an input word embedding w;, the
current cell state ¢! and hidden state h’ can be updated with the

previous cell state c;_l and hidden state h;._l as follows:
i -
f} =| o (W[h;._l,w;] +b), @
o' c
J
Al i i
¢ = tanh(W[hj_l,w/.] +b), (@3]
D . o
c,=f,0 c}_l +i o & 3)
i __ i i
h/. =0,0 tanh(cj), )

where i, f, o indicate gate activations, ® denotes element-wise mul-

tiplication, o is the logistic sigmoid function and W, b are the train-

able parameters. Therefore, for a sequence of words {w),w), ..., w} },
i

the forward LSTM reads the word sequence from w' to w} and the
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Fig. 2. The architecture of the proposed model.

backward LSTM reads the word sequence from w| to w). Then we

concatenate the forward hidden state 71—5 and the backward hidden state
h_j., ie., h;. = [hT.; h_j.], where [.;..] denotes the concatenation operation.
In BiLSTM, the hidden state h; denotes the information of the whole
sequence centered around wi. As a result, the BiLSTM netvyork re-
ceives [w"l, w;, e wjl] and generates hidden states [}, k. ..., h;i]. Then
we feed the hidden states to an average pooling layer to obtain the
microblog text representation b; for microblog b;.

In the microblog level, given the microblog representation vectors

of a user {b,,...,b,}, we also utilize BiLSTM to encode the microblogs
as follows:

h; = LSTM(b,), )
h, = LSTM(b,), ©)

We then concatenate the forward hidden state h; and the backward hid-
den state h,, i.e., h; = [h;; h;]. h; summarizes the neighbor microblogs
around the ith microblog but still focus on the ith microblog. Then we
feed the hidden states to an average pooling layer to obtain the final
social media text representation u’ for user u.

Coupled User Level Attribute Representation. Social media users
generally have various platform-based user level attributes, e.g., the
number of followees, the number of microblogs, etc, which could make
contributions to the representation of social media content for inferring
individual SES. Existing related work mostly leverage original user level
attributes without considering relations among attributes. However,
attributes are more or less coupled via explicit or implicit relation-
ships (Cao, Ou, & Philip, 2011; Wang et al., 2013). For example, some
attributes may share the same statistical information on social media.
Therefore, it is natural to hypothesize that the user level attributes
are related to each other in some way. To this end, we propose a
coupled attribute representation method inspired by Wang et al. (2013)
to efficiently capture the important coupling information of user level
attributes.

More specifically, as illustrated in Fig. 3, we consider two kinds
of interaction relations among platform-based user level attributes:
the intra-coupled interaction within an attribute with the correlations
between every attribute and its own powers, and the inter-coupled
interaction among different attributes with the correlations between
each attribute and the powers of other attributes.

C Coupled attribute representation )

D)

\ 7
Intra~--~

?CAltribme
)
. A

N 2| \
Intra Intra = -~

[

|

N er—
¥

\

Coupled interactions among attributes

C Original user level attribute set )

Fig. 3. An overview of coupled user level attribute representation.

Firstly, we map the original attribute space to an expanded space
for incorporating linear and nonlinear information through a power
expansion as follows:

{a)' (ap)® o (a) o (a) (a)? o (ap)he e (a)  (a), o (a) )

@)

where (a;)’(1 < p < L,1 < j < m) denotes the pth power of the
corresponding value of attribute a;.

Leveraging the power expansion, the intra-coupled interaction
within an attribute a;.’ is defined as an L x L matrix M ,(a;), with
considering the correlations between the attribute a; and its own

powers (a;)".

01()  01,() 01.()
M[a(aj) — QZI:(J) 922:(]) 92L'(J) , (8)
01()  01,() 0D

where 6,,(j) denotes the Pearson product-moment correlation coeffi-
cient between (a;)” and (a;)?. Here, we use the revised correlation
coefficient by taking account of the p-values for testing the hypothesis
of no correlation between attributes, i.e., if p-value is no less than 0.05,
the correlation coefficient is set to 0.
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Besides, the inter-coupled interaction between numerical attribute
a; and other attributes g, (k # j) is defined as an L x L - (m — 1) matrix

Mle(aj|{ak}k¢j)~

Mle(ajl{ak}k#j)

011U, kyp) 61U, ky) 611 (s k1) S1.Us k1)
031, k) 0y.Uis ky) 8915 key) 831U k)
011U k) 0. ky) 6p1Uskpoy) Sp1U ko)

9

where 8yq (s k) denotes the Pearson product-moment correlation coef-
ficient between (a;)? and (a;,)?, and {a; };z; = {ai,, ..., a;,_ } is the set
of attributes other than a;.

For user ;, the attribute values of a; and its powers are presented

as a vector:
ZNi(aj)=[<Uij>17<vij>2’"'a(U[j>L]> (10)

while the attribute values of other attributes {a; },,; and their powers
are denoted as another vector:

Zi({ak}k;&j) = [<Uikl >1’ (Uikl )2, s <Uik1 )L, s
(Wit ' Wity Vs s (Wi Y1 an

Here, the attribute value of user «; on attribute a; is v;;. We incorporate
the intra-coupled interaction and the inter-coupled interaction into a
new coupled attribute representation, a 1 x L vector r;(a s for user
object u; on the numerical attribute a; as follows:

ria;) =7:~(aj) owe® [M7a(aj)]T
+ Zi({ag k) © [w,w, ..., w] @MY, (a;]{ay }k#)]T, (12)
—_—
m—1
where w = [1/(1!),1/2!),...,1/(L")], © denotes the Hadamard product
and @ indicates the matrix multiplication. After considering all the d,

original numerical attributes, we obtain the final coupled user level
attribute representation for the user object u; as follows:

r = 1[r(a).ri(ay), ... ri(a,) € RE™ a3

To further capture the latent relationships between high level fea-
tures, we link the raw attribute vector r* to the k-length representation
vector u? in terms of a fully connected network as follows:

u' =W+ b* (14)

where W and b“ are both learnable parameters, encoding the interac-
tion strength over attributes in the fully-connected layer.
Consequently, in the user level, we concatenate the social media
text representation and the coupled user level attribute representation
to obtain the social media content representation u = [u';u?].
Individual SES Prediction. We employ a fully connected net-
work layer and a softmax layer to project the social media content
representation u into SES distribution of C classes as follows:

p = softmax(W"u + b"). (15)

In this model, the cross-entropy error between ground truth SES
level distribution and predicted SES level distribution is defined as loss
function for optimization when training:

c

L== % pw-log(p.w), 16)
uel c=1

where p¢ denotes the probability of SES label ¢ with ground truth being

1 and others being 0, and U represents the training social media users.

p. is the predicted probability of SES label c.
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Fig. 4. A demonstration of user search function in Sina Weibo.

4. Data collection and preprocessing

We create a real data set which contain social media users’ contents
and convincing SES labels for SES prediction task. This section presents
the data collection and preprocessing in details.

4.1. Data collection

In the field of sociology, several studies have shown that socioe-
conomic index is correlated with occupational status (Blau & Duncan,
1967; Hauser & Warren, 1997; Li, 2005; Treiman, 1977) and pro-
vide some simplified mapping between SES and occupations like the
Standard Occupation Classification (SOC) hierarchy attached to so-
cioeconomic categorizations in conjunction with the National Statistics
Socio-Economic Classification (Elias & Birch, 2010; Rose & Pevalin,
2010).

To create a real dataset that can be used for predicting SES of
social media users, according to the China Occupation Classification,
for each major occupation we queried Sina Weibo’s search API to
retrieve a maximum of 500 user accounts whose certificated person
card best matched the occupation keywords. For example, as shown in
Fig. 4, after searching users with the occupation keyword “CEO”, the
best matched users whose certified person cards contain the keyword
are listed. To remove potential ambiguity in the raw user set, we
manually inspected accounts and filtered out those which belong to
companies and other occupations. After that, we collected the rest
users’ microblogs posted from February 2017 to February 2018 and
their public platform-based user level attributes. Fig. 5 demonstrates
a sample of social media content of a user in Sina Weibo. Finally, we
extracted active users who published more than ten microblogs during
this given period. In total, about 50% of the accounts were removed
after this filtering process. As a result, the final data set consists of
20452 users from 73 occupations and 6,893,746 unique microblogs.
For the user privacy, the collected data set and any further research
results can only be used for this work.

To obtain a convincing SES label for each user, sociology researchers
who have studied the socioeconomic status of occupations in China
for a long time were invited to assign a high (level A), middle (level
B) or low (level C) SES to each user in our data set according to



T. Zhao et al.

Microblog

Microblog /

Social media text

=EES >

—AATey
Fig. 5. A sample of social media content in Sina Weibo.

the occupation information. Level A mainly contains higher manage-
rial, administrative and professional occupations, such as CEO, judge,
mayor, etc. Level B contains many intermediate occupations, such as
teacher, actor, programmer, etc. Level C contains routine and manual
occupations, such as shop assistant, deliveryman, repairman, etc. The
distribution of users across SES levels is 3,974 users with level A,
12,451 users with level B and 4,027 users with level C. Finally, after
undersampling for ensuring data set balance, the final distribution of
users across classes is 3,974 users with level A, 4,004 users with level
B and 4,027 users with level C.

4.2. Data preprocessing

For the collected dataset, We did the following data preprocessing.
With regard to the social media text data, we remove punctuation, non-
Chinese words, digits, and specific symbols, meanwhile converting all
the traditional Chinese words in the social media text into simplified
Chinese words. Then we choose to leverage a Chinese Language Tech-
nology Platform (LTP) (Che, Li, & Liu, 2010), an integrated Chinese
processing platform which includes a suite of high performance natural
language processing (NLP) modules and relevant corpora, to segment
Chinese text of each microblog into a sequence of Chinese words.
Besides, a separate Chinese Wikipedia dataset® is used as a reference
corpus in order to build the word embedding representations. Regard-
ing the platform-based user level attributes, in this paper, we extract
seven user level attributes, i.e., the number of followers, followees,
microblogs, proportion of forwarded microblogs, the average number
of favorites, forwarded, comments per microblog.

5. Experiments and evaluation

We conduct extensive experiments on our built Sina Weibo dataset
to demonstrate the efficiency and robustness of the proposed model on
the individual SES prediction task.

5.1. Experimental settings

We employ distributed representation method (Mikolov, Sutskever,
Chen, Corrado, & Dean, 2013) to build word embedding for social
media text. Specifically, we only retain words which appear more
than 5 times to build the vocabulary based on our whole textual
dataset and a separate Chinese Wikipedia dataset. Then we pre-train the
Word2Vec model with the vocabulary in an unsupervised fashion with

2 https://dumps.wikimedia.org/zhwiki/
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Table 1
SES prediction performance for the baseline models and the proposed model.

Models Accuracy Precision Recall F1-score
Feature engineering based models

LR 0.3972 0.3461 0.3973 0.2951
SVM 0.4832 0.4484 0.4825 0.4330
GP 0.5563 0.5544 0.5560 0.5519
Neural network based models

RNN 0.6215 0.6280 0.6212 0.6168
SRNN 0.6323 0.6471 0.6319 0.6274
att-SRNN 0.6498 0.6777 0.6493 0.6413
CORE 0.6689 0.6880 0.6684 0.6611

default parameter settings. Finally, we obtain a 50-dimensional word
embedding vector for each word in the dataset. The word embedding
is capable of capturing context of a word in a document, semantic
similarity and relation with other words. In addition, we leverage
the coupled attribute representation for the platform-based user level
attribute embedding. To take advantage of information from testing
objects, we use both the training and testing objects’ attributes in the
coupled attribute representation within an unsupervised manner. For
the user level attributes, the original attribute dimension is 7. We set
the power expansion value L = 6 so that the extracted coupled attribute
dimension is 42.

In the experiments, we set the dimension of the hidden states in
LSTM cell to be 32 so that a combination of forward and backward
LSTMs gives us 64 dimensions for microblog and social media content
annotations. In order to speed up training, we limit that the maximal
length of every microblog is 40 words and a social media user has 50
microblogs at most. We use 80% of the data for training and the re-
maining 20% for testing. We use Adam (Kingma & Ba, 2015) to update
parameters with setting initial learning rate as 0.005 when training. In
order to ensure the soundness and robustness of experimental results,
the procedure of training data repeats 10 times and we report the
averaged prediction performance as final results.

5.2. Performance evaluation

To evaluate the performance of the proposed model, we compare
CORE with two groups of benchmark methods.

The first group consists of feature engineering based models in
previous related works (Lampos et al., 2016; Preotiuc-Pietro, Lampos
et al., 2015; Preotiuc-Pietro, Volkova et al., 2015). These methods first
extract several kinds of features, which contains platform-based user
level attributes and textual features extracted from social media text
(i.e., the frequency of the 1-grams and the frequency distribution across
latent topics represented by clusters of 1-grams (Lampos et al., 2016)).
Then, existing classic machine learning methods are applied, including
logistic regression (LR) with Elastic Net regularization, Support Vector
Machine (SVM), and Gaussian Process (GP), for classification.

The other group is composed of neural network based methods,
which are widely leveraged in recent text classification related work.
There have been a variety neural networks proposed for text-based
classification. In this work, we mainly focus on the coupling methods
used in these works not the neural network itself. Hence, we choose
the following baseline methods:

* RNN represents each word with the word embedding vector and
feeds each user’s word embedding vectors into the Recurrent Neu-
ral Network (RNN) (Zhang, Li, Wang, & Zhou, 2016). Afterwards,
the hidden vectors of RNN are averaged to obtain social media
text representation for individual SES prediction.

* SRNN considers the hierarchical structure of social media text
following the Hierarchical Attention Network (HAN) (Yang et al.,
2016). We first likewise construct a user level social media text
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Table 2
Performance of the proposed model for each SES level.

Level A Level B Level C
Precision 0.7192 0.7400 0.6050
Recall 0.6500 0.4868 0.8684
F1-score 0.6828 0.5873 0.7131

representation by first building representation of microblogs with
word embedding and then aggregating those into a user-level
representation.

attr-SRNN leverages SRNN to represent social media text, and
then combines platform-based user level attributes without con-
sidering coupled attribute representation to represent social me-
dia content for the individual SES prediction task.

To show the robustness of our experimental results, we further
employ BiLSTM in the above baseline methods. The hyperparameters
of BiLSTM in the baseline models are same as our proposed model.
We report experimental results of all methods in terms of accuracy,
precision, recall and Fl-score. Particularly, accuracy is calculated as
the number of correctly predicted testing samples divided by the total
number of testing samples. For each SES level, precision is defined as
the fraction of correctly predicted positive observations over the total
predicted positive observations. Recall is calculated as the number of
correctly predicted positive observations divided by the number of
the all observations in actual class. F1-score is the harmonic mean of
Precision and Recall, which is calculated as:

Fl=2x% Recall X Prect-st-on' a7
Recall + Precision

For the 3-way classification, precision, recall and F1-score are macro-

averaged, which take into account the skewed class label distributions

by weighting each class uniformly.

As illustrated in Table 1, we can observe that CORE greatly out-
performs the baseline models in terms of all metrics. Compared with
the neural network based methods, three machine learning based base-
line methods have much lower performance, which indicates that
the extracted user level features and textual features cannot repre-
sent social media content very well. This is because the traditional
feature engineering methods are unable to capture some important
coupling information of social media content, such as the order of
text sequence, the hierarchy of social media text and latent interaction
relationships among user level attributes. Although only considering
social media text representation, RNN significantly outperforms these
machine learning based methods with about 6%-13%, 7%—28%, 7%—
23% and 6%-32% higher performance scores in terms of accuracy,
precision, recall and F1-score respectively. This implies that RNN can
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Fig. 7. The confusion matrix for SES prediction.

learn social media text representation much better compared with
predefined textual features owing to considering the order of text
sequence. Due to considering the hierarchical structure of social me-
dia text, SRNN achieves higher performance than RNN. In addition,
attr-SRNN enhances the prediction performance with about 1.4%-3%
higher performance score, which proves that appropriately fusing user
level attributes can improve the ability of representing social media
content. Furthermore, through considering the linear and nonlinear re-
lationships among platform-based user level attributes, CORE can take
into account the couplings in the social media text as well as various
couplings among user level attributes, which significantly improves the
prediction performance compared with baseline models.

Performance of each SES level. In addition, we plot Fig. 6 to
demonstrate the prediction performance of these models for each SES
level in terms of F1-score. We can observe that the proposed CORE has
the highest F1-score on each SES level prediction task, which further
validates the effect of these three types of key coupling information of
social media content on the individual SES prediction.

Table 2 shows the detailed prediction performance of CORE for each
SES level in terms of precision, recall and Fl-score. We can observe
that relatively more users are wrongly assigned as Level C and about
half Level B users are assigned as the other SES levels. In terms of F1-
score, we can observe that it is more difficult to correctly classify users
from the Level B class (lowest F1 score). Fig. 7 illustrates the confusion
matrix for the SES prediction results of the proposed model. Intuitively,
we can also observe that Level B users are more likely to be predicted
as Level C, which may be because there exist some similar platform
behaviors between some Level B user and Level C users. In addition,
another possible reason why the prediction performance is limited is
that significant differences exist between the reality and what some
users disclose on social media. In the future, we will investigate ways
to further improve the performance by better understanding the nature
of these errors in the model.

Coupled attribute representation analysis. To validate the per-
formance and robustness of the coupled attribute representation, we
evaluate the performance of CORE by varying the power expansion
value L from 2 to 10 and compare it with attr-SRNN which does
not consider the coupled attribute representation. Note that L is a
hyperparameter in the coupled attribute representation. In Fig. 8, we
present the performance of CORE and attr-SRNN over different power
expansion values in terms of accuracy, precision, recall and F1-score.

For all the evaluation metrics, the proposed CORE, considering the
coupled user level attribute representation, outperforms attr-SRNN no
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Fig. 8. Performance over various power expansion value L.

matter what the L value is, which validate the efficiency and robustness
of the coupled attribute representation method. To be more specific,
the proposed CORE improves by 1.1%-1.9% (Accuracy), 0.2%-2.6%
(Precision), 1.2%-1.9% (Recall), and 1.3%-2.2% (F1-score) for the
individual SES prediction. That is to say, fusing the coupled user level
attribute representation can assist in enhancing the performance of
individual SES prediction.

Performance comparison over microblog numbers. To further
investigate the performance and robustness of the proposed model
over social media content with various microblog numbers, Fig. 9
compares the performance of the proposed CORE and other three
neural network based baseline models RNN, SRNN and attr-SRNN
under different microblog number settings (i.e., maximum microblog
number parameter).

From Fig. 9, we can observe the changing performance of four
models over different microblog number in terms of accuracy, preci-
sion, recall and F1-score. Particularly, the proposed CORE consistently
outperforms other baseline models for all microblog numbers in terms
of accuracy, recall and F1-score. For the precision metric, CORE mostly
has better performance than other models. It indicates the robustness
and flexibility of our model on dataset of different scales. The per-
formance changes over various microblog number mostly show some
fluctuations when the number of microblogs ranges from 50 to 100.
There might be several reasons resulting in these fluctuations. On
one hand, most of Sina Weibo users did not publish more than 50

microblogs during that period, which would incur bias to these users
with many microblogs. On the other hand, although considering more
microblogs, there might exist many duplicated or noisy microblogs,
which would affect the prediction performance.

6. Conclusion and future work

In this paper, we propose a novel coupled social media content
representation model called CORE for the individual SES prediction,
which can consider three important coupling information of social
media content. On one hand, it presents a structure-aware social media
text representation method based on recurrent neural network to incor-
porate the order and the hierarchical structure of social media text. On
the other hand, it devices a coupled attribute representation method
to take into account intra-coupled and inter-coupled interaction rela-
tionships among platform-based user level attributes. From extensive
experiments on the built Sina Weibo dataset, we validate the efficiency
and robustness of the proposed model by comparing other benchmark
models.

In the future, there are many potential research directions of this
work. First, we will explore to incorporate microblog level attributes
and coupling information between attributes and social media text to
improve our model. Second, in fact, most attributes contain categor-
ical and numerical attributes. Therefore, in the next step, we plan to
study the embedding representation of categorical attributes and the
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method of capturing the couplings between categorical and numerical
attributes. Third, to reduce the effect of sampling bias in the collected
data set, we plan to consider the relationships between users through
exploiting their following relations and other implicit relations. Fourth,
we will expand our experiments to further analyze the effects of hyper-
parameters in our model. Finally, we plan to apply the proposed model
to different social media datasets to further verify its efficiency.
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